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#### Abstract

The spectral method ( $p$-FEM) is used to solve the problem of a thin-walled structure deformation, such as a stiffened panel. The problem of the continuous conjugation of the membrane function from $H^{1}$ and the deflection function from $H^{2}$ was solved by modifying the "boundary" functions. Basis systems were constructed that satisfy not only the essential but also the natural boundary conditions, which made it possible to increase the rate of convergence of the approximate solution. The veracity of the results is confirmed by comparing the obtained spectral solution with the solution obtained by the h-FEM. It has been shown that the exponential rate of convergence characteristic of spectral methods is preserved if the Gibbs phenomenon is avoided. The constructed basis systems can be effectively used for solving various problems of mechanics.
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## 1. Introduction

Most of the practically important problems in deformable solid mechanics are reduced to boundary (initial boundary) value problems of mathematical physics. Exact integrals of these problems are extremely rare, so researchers have to resort to the construction of the approximate solutions [1-4]. Nowadays, there are a variety of methods and their modifications that give approximate solutions. The most common approach in engineering calculations is called the finite element method (FEM), or rather its $h$-version (h-FEM). In this version, the solution is refined by decreasing the element size. The method is widely used due to its versatility and the availability of advanced software (ANSYS, Nastran, Abacus, etc.).

Spectral methods (SM), the so-called analytical-numerical methods, have an undeniable advantage over h-FEM in the degree of accuracy approximate solutions to the exact one [5, 6]. So, if the $h$-FEM leads to algebraic convergence, then the analyticnumerical solution has exponential (infinite) convergence [ 7,8 ]. The limited application of these methods is due to the increased requirements for the smoothness of the boundary, boundary conditions, coefficients of differential equations, and their righthand sides. Fulfillment of these requirements guarantees infinite convergence of the approximate solution. Mostly, researchers use these methods to solve problems in simply connected domains and with homogeneous boundary conditions.

There are no such constraints in the $p$-version of the FEM ( $p$-FEM) [9]. In this version, the accuracy of the solution is improved by increasing the degree of the approximating polynomial. In this paper, the $p$-FEM is considered to be SM, since in its latest implementations the distinction between these methods has nearly disappeared (see Section 2.1).

Analysis of the publications shows that the interest of researchers in SM in recent years has increased. It is not possible to make a critical review of the papers in which SM are involved in one way or another due to the large number of them. Therefore, a selection of papers was done amongst ones where the SM, as well as the p-version of the FEM and the spectral element method, were used to solve specific practical or test problems.

The spectral element method [10] was added to the list of considered methods because it differs from the above-mentioned only in the form of an approximating polynomial. In this method, it is also a polynomial but is given by the approximating Legendre-Chebyshev (Lagrange)-Lobatto polynomials. Methods that do not lead to the symmetric solution matrix (collocation method, Tau method, etc.) were not considered. Symmetry is quite a big boon to give it up.

The problems of thin-walled structures deformation consisting of beams, plates, and shells are reduced to systems of boundary value problems with differential operators of even order ( $2 m$ ), arbitrary given essential and natural boundary conditions in one- and two-dimensional domains. The number of boundary conditions corresponds to the order of the differential operator. In the transition to a weak formulation, a part of the boundary conditions remains obligatory for satisfaction, namely, only the
essential ones. At the boundary where there is a joining-up of structural elements, the number required to perform the essential boundary conditions (conjugation conditions) is equal to $m$. It is important that these conditions are not inhomogeneous. They are arbitrarily given functions, the form of which is found out as a solution. Therefore, the references given in Tables 1-3 were grouped based on to the order of the problem differential operator, on the domain dimension in which the differential operator is given, and on the type of used basis.

The analysis of the given references shows that the most often solved SM problems are problems with a second-order differential operator in a two-dimensional domain [11, 12, 15, 16, 18-23, 25-28, 31-33, 37-39]. This group includes all papers that use the classical method of spectral element (basis functions - row 1, Table 3), and most of the papers that use the $p$-version of the FEM. Problems with a fourth-order differential operator are considered less often in a two-dimensional domain [45, 47, 49-54, 57-61] and, as a rule, SM is used.

Most often, researchers use basis functions representing linear combinations of Legendre and Chebyshev polynomials (row 2, Table 3). This is due to their ease of use and the remarkable properties they possess [62].

Trigonometric functions have an advantage over polynomial functions only when their use leads to the separation of variables and obtaining an analytical solution or a decrease in the dimension of the problem. Their use is limited by the presence of the specific boundary conditions. Removing these constraints by multiplying them by functions that satisfy the boundary conditions [24] (as well as another basis of this type in row 4, Table 3) leads to a rapid increase in the number of a solution matrix conditionality. In addition, the trigonometric basis has poorer approximating properties than the polynomial one (see Section 2.1).

Usage the eigenfunctions of differential operators (row 5, Table 3) leads to well-conditioned matrices (ideally, unity matrix), which is their undoubted advantage. Assuming that the system of eigenfunctions has been built, further solution of the boundary value problem can be presented in a closed-form. But the process of obtaining eigenfunctions itself can be comparable or even more computationally complex [57] than the build of a spectral solution.

Thus, as the review of papers shows, the most common basis is the polynomial one, which is explained by its good approximating properties. But the basis used in the cited papers, as a rule, satisfy only the essential boundary conditions. The construction of a basis that satisfies both the essential and the natural boundary conditions will increase the convergence and accuracy of approximate solutions.

The mechanism for conjugation structural elements into a single structure is embedded in the boundary functions functions that have a non-zero trace at the boundary. Such functions for two-dimensional and three-dimensional domains are obtained as a result of the tensor product of one-dimensional functions [63, 64]. In the paper [36], this algorithm was extended to a three-dimensional rectangular domain, and in paper [37] to a flat triangular one. In the paper [38], the 1D vertex modes are constructed to be orthogonal to all the interior modes, which represent the eigenvalues of the second-order operator. This allowed the authors to obtain sparse mass and stiffness matrices. Another way was proposed in the paper [53], where the inhomogeneous boundary conditions are satisfied by minimizing the squared norm of the residuals. In the paper [54], the method of spectral elements is used to solve the biharmonic Dirichlet problem with homogeneous and inhomogeneous boundary conditions, with the keep $C^{1}$-continuity condition between the elemental faces. In the paper [52], the problem of free vibration of stepped thickness rectangular plates is solved by the spectral finite element method. Sufficient accuracy is achieved by dividing the plate into 4 subdomains. The authors of the paper [6] used the Lagrange-Chebyshev-Lobatto approximating polynomials with 10 collocation points and 400 subdomains to solve the problem of a chaotic nine-dimensional Lorenz system, which allowed to obtain a significant gain in accuracy compared to the Runge-Kutta method and other methods.

Table 1. Classification of papers according to the order of the differential operator of the considered boundary value problem.

| No. in order | The order of the differential operator | References |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 1982-2000 years | 2000-2010 years | 2010-2021 years |

Table 2. Classification of papers according to the domain dimension.

| No. in order | Domain | References |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1982-2000 years | $2000-2010$ years | $2010-2021$ years | Quantity, pcs |
| 1 | One-dimensional | $[12-14,24,35,46,48]$ | $[29,30,34]$ | $[40,43,44,61]$ | 14 |
| 2 | Two-dimensional | $[11,12,15-23,25,26,45,47,49]$ | $[27,28,31-33,35,50]$ | $[37-39,43,51-54,57-60]$ | 35 |
| 3 | Three-dimensional | $[15]$ | $[35,36,38]$ | $[41,43]$ | 6 |

Table 3. Classification of papers on the basis functions type used to build solutions.

| No. in order | Basis | References |  |  | Quantity, pcs |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1982-2000 years | $\begin{gathered} \hline 2000-2010 \\ \text { years } \\ \hline \end{gathered}$ | $\begin{gathered} \hline 2010-2021 \\ \text { years } \\ \hline \end{gathered}$ |  |
| 1 | Approximating polynomial Lagrange (Chebyshev, Legendre, Lobatto) | [11, 13, 14, 17, 20, 23, 24] | [29, 33, 34] | [39, 44, 55] | 13 |
| 2 | Linear combinations of Legendre polynomials (integrals of Legendre polynomials) | [15, 16, 18, 19, 21, 22, 26, 47, 49] | $\begin{gathered} {[28,30,31} \\ 36,50] \end{gathered}$ | $\begin{gathered} {[40,41,43,54,} \\ 59-61] \end{gathered}$ | 21 |
| 3 | Trigonometric | [12, 48] | [32] | [ $51,52,56]$ | 6 |
| 4 | Arbitrary functions, multiplication by shape functions | [25] | [31] | [37] | 3 |
| 5 | Eigenfunctions of differential operators |  | [35] | [38, 57, 58] | 4 |

In all the above papers, a plane or one-dimensional domain is divided into subdomains in which the same differential operator is considered. FEM solves problems in branched domains, but the differential operators in these domains also have the same order. For this, in the case of solving the problem of beams, plates, and shells structures deformation instead of classical theories, the Timoshenko type theories [65] are used, which makes it possible to reduce the order of the differential operator from four to two. In this paper, the SM is applied to solve the problem of the branched thin-walled structures deformation. The problem that is solved here is related to the differential operators of boundary value problems in neighboring domains, which are occupied by the joined elements. If they have a different order, then the number of the essential boundary conditions will be different. This difference does not lead to problems when conjugating one-dimensional elements, since the boundaries are points. Problems arise with elements on the boundary, which is the closed interval: between the faces of the elements, it is necessary to ensure the continuity condition, on the one hand, only $\mathrm{C}^{0}$, and on the other hand, both $\mathrm{C}^{0}$ and $\mathrm{C}^{1}$. The solution is demonstrated in the test case of a stiffened panel bending.

The difficulty of building functions with which the conjugation of structural elements is performed is one of the obstacles to the propagation of SM in the calculations of complex structures. Removing this obstacle is the main goal of this investigation. To achieve it, the tasks of building an analytical basis, building approximate solutions, verifying the obtained results by comparing with the other methods results and investigating the convergence of an approximate solution it are posed.

## 2. Problem Solution Strategy

### 2.1 To the Problem of the Choice of a Basis

If the system of functions is linearly independent, complete, and satisfies the essential boundary conditions, then it can be used as the basis. The choice of one or another basis is determined by the computational aspects. This is, first of all, the number of conditioning of the resolving matrices to which the basis leads. The larger the condition number of the matrix, the greater the rounding error. Orthonormal systems are ideal in this regard, they lead to matrices with an invariable condition number equal to 1. In addition, basis systems should have better-approximating properties, which allows less computing resources to achieve more accurate results. Let's demonstrate this with a simple example of bending simply supported plate under uniformly distributed load q. As is known [65], this problem has an exact solution:

$$
\begin{equation*}
w_{a}=\frac{16 q}{\pi^{6} D_{i=1,3, \ldots, \ldots}} \sum_{j=1,3, \ldots} i^{-1} j^{-1} \sin \frac{i \pi x}{a} \sin \frac{j \pi y}{b}\left(\frac{\dot{i}^{2}}{a^{2}}+\frac{j^{2}}{b^{2}}\right)^{-2} \tag{1}
\end{equation*}
$$

The dimensionless values of the maximum deflection, bending moment and shear force for a square plate ( $b=a$ ), respectively, are

$$
\begin{gather*}
w_{a}^{\max }=\bar{w}_{a}^{\max } \frac{D}{q a^{4}}=\frac{16}{\pi^{6}} \sum_{i=1,3, \ldots, \ldots}^{\infty} \sum_{j=1,3, \ldots}^{\infty} \frac{(-1)^{\frac{i+j}{2}-1}}{i j\left(i^{2}+j^{2}\right)^{2}} ; M_{a}^{\max }=\bar{M}_{a}^{\max } \frac{1}{q a^{2}}=\frac{16}{\pi^{4}} \sum_{i=1,3, \ldots, \ldots}^{\infty} \sum_{j=1,3, \ldots}^{\infty}(-1)^{\frac{i+j}{2}-1} \frac{i^{2}+\nu j^{2}}{i j\left(i^{2}+j^{2}\right)^{2}} ;  \tag{2}\\
Q_{a}^{\max }=\bar{Q}_{a}^{\max } \frac{1}{q a}=\frac{16}{\pi^{3}} \sum_{i=1,3, \ldots}^{\infty} \sum_{j=1,3, \ldots, j}^{\infty} \frac{(-1)^{\frac{i-1}{2}}}{j\left(i^{2}+j^{2}\right)},
\end{gather*}
$$

where $D=E h^{3} /\left(12\left(1-\nu^{2}\right)\right)$ is the cylindrical stiffness; $h$ is the plate thickness; $E$ is the modulus of elasticity; $\nu$ is the Poisson's ratio. In this example $\nu=0.3$ is taken.

In the calculation of the values (2), the upper limit of the sums $(\mathrm{N})$ is taken to be finite. With its increase, the values of $w_{N}^{\max }$, $M_{N}^{\max }$ and $Q_{N}^{\max }$ will approach the exact ones. To estimate the relative error of their calculation, the following values $w_{10}^{\max }=0.00406235, \mathrm{M}_{71}^{\max }=0.0478864$ and $\mathrm{Q}_{275000}^{\max }=0.337657$ were taken as reference values. All significant digits are correct in these values, except for the last one.

For comparison, consider the approximation of the deflection by polynomial functions

$$
\begin{equation*}
w_{\mathrm{P}}=\sum \sum \mathrm{W}_{\mathrm{ij}} \eta_{i}(\mathrm{x}) \eta_{j}(\mathrm{y}), \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{n}=P_{n+4}-\frac{2(2 n+5)\left((n+1)^{2}+3 n+8\right)}{(n+1)(n+2)(2 n+3)} P_{n+2}+\frac{(2 n+7)(n+4)(n+3)}{(n+1)(n+2)(2 n+3)} P_{n} . \tag{4}
\end{equation*}
$$

In Eq. (3) and below, unless otherwise stated, the summation indices run from the values $0,1, \ldots$. It should be noted that functions (4) satisfy both the essential and the natural boundary conditions of a simply supported plate and have orthogonal second derivatives in $L_{2}$ [66]. Here and below, the maximum values of the displacements and stresses or their equivalents most requested from the engineering point of view are compared. The graphs of the calculation errors ( $\varepsilon$ ) dependence on the values of the maximum deflection, bending moment, and shear force on the upper limit of summation in (1) and (3) are shown in Fig. 1. As it can be seen, the convergence of polynomial solutions (3) is significantly higher than the convergence trigonometric one (1). The error in determining values of the displacements, moments, and forces by solution (3) is less than one percent is achieved at $N=2$ (the order of the solution matrix is four). To obtain the same accuracy using solution (1), it is necessary to keep $N=2$ for the deflection determination, $N=4$ for the moment calculation, and $N=16$ for the force calculation.

This illustrative example shows better approximation properties of the polynomials compared to the trigonometric functions. It makes no sense to compare the sums (1) and (3), since series (1) is a ready-made solution, while in (3) it is necessary to first determine the coefficients $W_{m n}$, for which it is necessary to compose and solve a system of linear algebraic equations.

Note that many numerical methods, as a result of their development, are transformed to such an extent that, in essence, they turn into other methods. Let show this by the example of $p$-FEM and SM. In the $p$-FEM, for a one-dimensional finite element from $\mathrm{H}^{1}$ (here we mean the Sobolev function space), the form functions are given in the form [63]

$$
\begin{equation*}
u(x)=\bar{u}_{1} N_{1}(x)+\bar{u}_{2} N_{2}(x)+\sum_{i} \bar{U}_{i} \varphi_{i}^{\text {FEM }}(x), \tag{5}
\end{equation*}
$$




Fig. 1. Graphs of the error dependence in calculating the maximum deflection, bending moment, and shear force of a simply supported plate on the upper summation subscript $N$ : subscript " $P$ " is the solution approximation by polynomials (3); subscript "sin" is the solution approximation by trigonometric functions (1).


Fig. 2. Beam bending and the convergence of the maximum bending moment: (a) are the dimensions of the beam, fixing and loading scheme; (b) is the convergence of the maximum bending moment calculated from the deflections (9) and (10).
where $\bar{u}_{1}, \bar{u}_{2}$ are the nodal displacements; $\bar{U}_{i}$ are the "internal" unknown variables; $N_{1}(x), N_{2}(x)$ are the simplex element shape functions; $\varphi_{i}^{\text {FEM }}(x)$ are the functions with zero values in the nodes.

In the case of the SM application for problems with inhomogeneous boundary conditions, the function is represented in the form

$$
\begin{equation*}
u(x)=u_{0}(x)+\sum_{i} U_{i} \varphi_{i}(x), \tag{6}
\end{equation*}
$$

where $u_{0}(x)$ is the function that satisfies inhomogeneous boundary conditions. It can be expressed in the form $u_{0}(x)=\bar{u}_{1} N_{1}(x)+\bar{u}_{2} N_{2}(x)$, where $\varphi_{i}(x)$ are called basis (coordinate) functions. They must satisfy homogeneous essential boundary conditions. As can be seen, the structures of functions (5) and (6) are identical.

In addition, in $p$-FEM, "internal" functions $\varphi_{i}^{\text {FEM }}(x)$ (see, for example, [63, 67]) that are chosen as the Legendre polynomials integrals $\varphi_{i}^{\text {FEM }}(x)=\int_{-1}^{x} P_{i+1}(t) d t\left(\psi_{i}^{\text {FEM }}(x)=\int_{-1}^{x} \int_{-1}^{t} P_{i+2}(s) d s d t\right.$ are similar functions from $\left.H^{2}\right)$. In the $S M$, basis functions from $H^{1}$ and $H^{2}$ are selected as linear combinations of Legendre polynomials [64, 66]

$$
\begin{equation*}
\varphi_{i}(x)=P_{i+2}(x)-P_{i}(x), \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
\psi_{i}(x)=P_{i+4}(x)-\frac{2(2 i+5)}{2 i+3} P_{i+2}(x)+\frac{2 i+7}{2 i+3} P_{i}(x) . \tag{8}
\end{equation*}
$$

Functions (7) are equal to zero at the points $x= \pm 1$ and have orthogonal derivatives in $L_{2}$. Functions (8), in addition, have zero first derivatives at the points.

Functions (7) and (8) coincide with the $p$-FEM functions up to a constant: $\varphi_{i}^{\mathrm{FEM}}(x) \equiv(2 i+3) \varphi_{i}(x), \psi_{i}^{\mathrm{FEM}}(x) \equiv(2 i+5)(2 i+7) \psi_{i}(x)$, i.e., with this choice of approximating functions, the difference between these two methods disappears completely.

Note that the approximating properties of a basis are improved if it satisfies not only the essential but also the natural boundary conditions. Let demonstrate this for the bending problem of a cantilever beam shown in Fig. 2, at At the point $x=1$, we have two natural conditions.

The deflection function can be represented in the classical way (p-FEM (5) or SM (6)), leaving the natural boundary conditions without satisfaction

$$
\begin{equation*}
w(x)=\bar{w}_{2} \frac{(2-x)(1+x)^{2}}{4}+\bar{\theta}_{2} \frac{(x-1)(1+x)^{2}}{4}+\sum_{n=0}^{N} W_{n} \psi_{n}(x), \tag{9}
\end{equation*}
$$

where $\bar{w}_{2}, \bar{\theta}_{2}$ are the unknown displacements of the right edge of the beam; $\psi_{n}(x)$ is a basis that only satisfies the essential homogeneous boundary conditions (8). Or

$$
\begin{equation*}
w(x)=\sum_{n=0}^{N} W_{n} \vartheta_{n}(x) \tag{10}
\end{equation*}
$$

where the basis functions [66]

$$
\vartheta_{n}(x)=P_{n+4}(x)-\frac{4(2 n+7)}{(n+2)^{2}} P_{n+3}(x)-\frac{2(n-1)(2 n+5)(n+6)(n+4)}{(2 n+3)(n+2)^{2}(n+1)} P_{n+2}(x)+\frac{4(n+4)^{2}(2 n+7)}{(n+2)^{2}(n+1)^{2}} P_{n+1}(x)+\frac{(n+4)^{2}(2 n+7)(n+3)^{2}}{(2 n+3)(n+2)^{2}(n+1)^{2}} P_{n}(x),
$$

satisfy all four boundary conditions and have orthogonal second derivatives in $L_{2}$.
The degree of the approximating polynomial in (10) for the same number of unknowns is two units higher than in (9), hence the better convergence of solution (10). Fig. $2, b$ shows the convergence of the maximum bending moment under the action of a distributed load in the form $q(x)=\cos (\pi x / 2)$.

### 2.2 Weak Formulation of Boundary Value Problems

Below consider boundary value problems describing the deformations of thin-walled structural elements: classical beams and plates. All two-dimensional rectangular domains $\tilde{\Omega}=\{\{\tilde{x}, \tilde{y}): \tilde{\mid}|<a, \tilde{y}|<b\}$ are reduced to the dimensionless domain $\Omega=\{(x, y):|x|<1,|y|<1\}$ by replacing dimensional coordinates with dimensionless ones $x_{i}=\tilde{x}_{i} / a$ and $y_{i}=\tilde{y}_{i} / b_{i}$.

A spectral solution is built using the variational principle of the minimum of the total potential energy $\delta \Pi=0$. The total potential energy $\Pi$ consists of the deformation energy $\Pi_{\varepsilon}$ and the potential of external forces. The variation of the potential energy of deformation is the sum of the element's energies variations added to the structure. In the tasks considered below, it can be:
a) variation of the energy of the plane stress in thin flat plates

$$
\begin{equation*}
\delta \Pi_{\varepsilon}^{p}(u, v)=b \int_{-1}^{1} \int_{-1}^{1}\left[N_{x} \delta u_{, x}+N_{x y}\left(\lambda \delta u_{, y}+\delta v_{, x}\right)+N_{y} \lambda \delta u_{, y}\right] d x d y, \tag{11}
\end{equation*}
$$

where $N_{x}=A\left(u_{, x}+\nu \lambda v_{, y}\right) / a, N_{y}=A\left(\nu u_{, x}+\lambda v_{, y}\right) / a, N_{x y}=A(1-\nu)\left(\lambda u_{, y}+v_{, x}\right) /(2 a)$ are the forces per unit length; $\mathrm{A}=E \mathrm{Eh} /\left(1-\nu^{2}\right)$ is the membrane stiffness; $u, \nu$ are functions of displacements along the $x$ and $y$ axes, respectively; $\lambda=a / b$ is the plate size ratio; subscripts $x$ and $y$ after the decimal point denote partial derivatives;
b) variation of the bending energy of a classical plate model

$$
\begin{equation*}
\delta \Pi_{\varepsilon}^{b}(w)=\lambda^{-1} \int_{-1}^{1} \int_{-1}^{1}\left[M_{x} \delta \omega_{, x x}-2 \lambda M_{x y} \delta \omega_{, x y}+M_{y} \lambda^{2} \delta \omega_{, y y}\right] d x d y, \tag{12}
\end{equation*}
$$

where $M_{x}=-D a^{-2}\left(w_{, x x}+\nu \lambda^{2} w_{, y y}\right), M_{y}=-D a^{-2}\left(\lambda^{2} w_{, y y}+\nu w_{r x}\right), M_{x y}=-M_{y x}=D a^{-1}(1-\nu) \lambda w_{, x y}$ are the bending and twisting moments per unit length; $w$ is the deflection function.

In the classical theory of plates only static values of shear forces can be determined $Q_{x}=\left(\lambda M_{y x, y}+M_{x, x}\right) / a$, $Q_{y}=\left(\lambda M_{y, y}-M_{x y, x}\right) / a$;
c) variation of the energy of tension-compression and bending of a classical beam

$$
\begin{equation*}
\delta \bar{\Pi}_{\varepsilon}^{b}(u, w)=\int_{-1}^{1}\left[N \delta u_{, x}+M a^{-1} \delta w_{, x x}\right] d x, \tag{13}
\end{equation*}
$$

where $N=E a^{-2}\left(F a u_{, x}-S w_{, x x}\right), M=E a^{-2}\left(I w_{, x x}-S a u_{, x}\right)$ are the normal force and bending moment; $F=h b$ is the beam cross-section area; $S=F e, I=b h^{3} / 12+e^{2} F$ are the static and axial moments of inertia of the beam cross-section relative to the axis displaced by a distance of $e$.

### 2.3 Building a Basis for the Displacement Functions of Structural Elements

A function from $H^{1}$ that takes nonzero values at the boundaries of the closed interval $(-1,1)$ can be represented in the system of basis functions

$$
\begin{equation*}
\zeta=\operatorname{Span}\left(N_{1}(x), N_{2}(x), \varphi_{n}, n=0,1, \ldots\right), \tag{14}
\end{equation*}
$$

where $N_{1}(x)=\left(P_{0}(x)-P_{1}(x)\right) / 2=(1-x) / 2, N_{2}(x)=\left(P_{0}(x)+P_{1}(x)\right) / 2=(1+x) / 2$ are the functions of a one-dimensional simplex element shape; $\varphi_{n}(x)$ is according to (7).

A function from $H^{1}$ in a square region $(-1,1)^{2}$ can be expressed through the system of the basis functions obtained as a tensor product (14):

$$
\begin{align*}
f(x, y)= & \bar{f}_{2} N_{1}(x) N_{1}(y)+\bar{f}_{3} N_{2}(x) N_{1}(y)+\bar{f}_{1} N_{1}(x) N_{2}(y)+\bar{f}_{4} N_{2}(x) N_{2}(y)+ \\
& +\sum\left[\bar{F}_{n}^{1} N_{1}(x)+\bar{F}_{n}^{2} N_{2}(x)\right] \varphi_{n}(y)+\sum\left[\bar{F}_{n}^{3} N_{1}(y)+\bar{F}_{n}^{4} N_{2}(y)\right] \varphi_{n}(x)+\sum \sum F_{i j} \varphi_{i}(x) \varphi_{j}(y), \tag{15}
\end{align*}
$$

where $\bar{f}_{i}, i=\overline{1,4}$ are the function values at the corner points $f( \pm 1, \pm 1) ; \bar{F}_{n}^{i}, i=\overline{1,4}$ are the coefficients that determine the function on the edges $f(x, \pm 1), f( \pm 1, y) ; F_{i j}$ are the coefficients that determine the function in the domain.

A similar representation of a function from $\mathrm{H}^{2}$ in a two-dimensional domain can be done in the system of basis functions

$$
\begin{equation*}
\rho(x, y)=\xi(x) \otimes \xi(y), \tag{16}
\end{equation*}
$$

where

$$
\begin{gathered}
\xi(x)=\operatorname{Span}\left(M_{1}(x), M_{2}(x), K_{1}(x), K_{2}(x), \psi_{n}(x), n=0,1, \ldots\right) ; M_{1}(x)=\left(P_{0}(x)-P_{1}(x)\right) / 2-\left(P_{1}(x)-P_{3}(x)\right) / 10=(2+x)(1-x)^{2} / 4, \\
M_{2}(x)=\left(P_{0}(x)+P_{1}(x)\right) / 2+\left(P_{1}(x)-P_{3}(x)\right) / 10=(2-x)(1+x)^{2} / 4, K_{1}(x)=\left(P_{0}(x)-P_{2}(x)\right) / 6-\left(P_{1}(x)-P_{3}(x)\right) / 10=(1+x)(1-x)^{2} / 4, \\
K_{2}(x)=-\left(P_{0}(x)-P_{2}(x)\right) / 6-\left(P_{1}(x)-P_{3}(x)\right) / 10=(x-1)(1+x)^{2} / 4
\end{gathered}
$$

are the Hermite cubic interpolation functions; $\psi_{n}(x)$ is according to ( 8 ); $\otimes$ is a symbol of tensor product.


Fig. 3. Stiffened panel loaded with a uniform pressure.


Fig. 4. Three models of stiffened panels: $(a)$ are the three plates; $(b)$ are the two plates and a beam; $(c)$ is the one plate and beam.

### 2.4 Conjugate of Structural Elements

Conjugation of structural elements will be performed using the example of the construction of a stiffened panel (such panels are widely used in aircraft construction and are usually manufactured by machining [68-70]) shown in Fig. 3. Similar structures were considered, for example, in [71, 72]. In these papers, analytical solutions were obtained, but only bending was considered, displacements in the plane of the plate were not considered.

The simplicity of the chosen structure (in fact, only one joint is modeled) is explained by the desire to more clearly show the way of coordinating the functions of displacements on the conjugation line. The further build-up of a structure of this type by adding new elements does not present any difficulties. The displacement functions in the resulting joints are coordinated in the following way.

Dimensions in Fig. 3 are indicated in millimeters, the value of uniform pressure $q=0.05 \mathrm{MPa}$, the modulus of material elasticity $E=72000 \mathrm{MPa}$, Poisson's ratio $\nu=0.3$. On the edges $s_{1}$ simply supported are given ( $w=0$ and $M_{y}=0$ ). On the edges $s_{2}$ the clamped are given ( $w=0$ and $w_{, x}=0$ ). No conditions along the edges $s_{1}$ and $s_{2}$ are imposed on the displacement functions $u$ and $v$. The functions $u, v$, and $w$ are built in such a way that the symmetry of the problem is considered. The panel is represented by three types of design schemes: three plates (Fig. 4,a); two plates and a beam (Fig. 4,b); one plate and a beam (Fig. 4,c).

In general, the plates have all three displacements. The deflection function for plate 1 (Fig. 4,a) is expressed through the system of functions (16)

$$
\begin{equation*}
w_{1}=\sum \bar{W}_{i}^{1} \psi_{2 i}(x) M_{2}(y)+\sum \bar{\Theta}_{i}^{3} \psi_{2 i}(x) K_{1}(y)+\sum \sum W_{i j}^{1} \psi_{2 i}(x) \psi_{j}(y) \tag{17}
\end{equation*}
$$

Here $\bar{\Theta}_{n}^{3}$ are constants that determine the angles of the edge $y=-1$ rotation. This function can be improved according to the remark made in subsection 2.1. On the edge $y=-1$, it is possible to satisfy all boundary conditions $w_{1}(x,-1)=0$ and $M_{y}(x,-1)=0$. To do this, it is necessary to replace the function $M_{2}(y)$ with $M_{2}^{\prime}(y)=(1+x)\left(11-2 x-x^{2}\right) / 16$ and use the following instead of the basis $\psi_{i}(y)$ [66]:

$$
\begin{equation*}
\psi_{n}^{s c}(y)=P_{n+4}(y)+\frac{2 n+7}{(n+2)^{2}}\left(P_{n+3}(y)-P_{n+1}(y)\right)-\frac{(2 n+5)\left(2(n+1)^{2}+6 n+13\right)}{(2 n+3)(n+2)^{2}} P_{n+2}(y)+\frac{(2 n+7)(n+3)^{2}}{(2 n+3)(n+2)^{2}} P_{n}(y) \tag{18}
\end{equation*}
$$

The zero, first and second basis functions (18), their first and second derivatives are shown in Fig. 5.


Fig. 5. The first three basis functions $\psi_{n}^{s c}(y)$ and their derivatives: $(a)$ are the functions themselves; $(b)$ is the first derivative; (c) is the second derivative.

Thus, the resulting basis system will satisfy all the boundary conditions, including the natural ones.
Finally

$$
\begin{equation*}
w_{1}=\sum \bar{W}_{n}^{1} \psi_{2 n}(x) \mathrm{M}_{2}^{\prime}(y)+\sum \sum \mathrm{W}_{i j}^{1} \psi_{2 i}(x) \psi_{j}^{s c}(y) \tag{19}
\end{equation*}
$$

No essential boundary conditions are imposed on the $u_{1}$ and $v_{1}$ displacement functions, except for the conjugation conditions at $y=1$. The $u_{1}$ function is skew-symmetric with respect to the $y$-axis, belongs to $H^{1}$, is determined by (15)

$$
\begin{equation*}
u_{1}=\left(\bar{u}_{3} N_{1}(y)+\bar{u}_{1} N_{2}(y)\right)\left(N_{1}(x)-N_{2}(x)\right)+\sum \bar{U}_{i}^{6}\left(N_{1}(x)-N_{2}(x)\right) \varphi_{i}(y)+\sum \bar{U}_{i}^{5} \varphi_{2 i}(x) N_{1}(y)+\sum \bar{U}_{i}^{1} \varphi_{2 i}(x) N_{2}(y)+\sum \sum U_{i j}^{1} \varphi_{2 i}(x) \varphi_{j}(y) \tag{20}
\end{equation*}
$$

or easier, if basis $\varphi_{n}^{f 0}(y)=P_{n+1}(y)-P_{n}(y)$ is defined, which takes zero value at the edge $y=1$,

$$
\begin{equation*}
u_{1}=\sum \bar{U}_{1 n} P_{2 n+1}(x) N_{2}(y)+\sum \sum W_{i j}^{1} P_{2 i+1}(x) \varphi_{j}^{0 f}(y) \tag{21}
\end{equation*}
$$

Unlike function $u_{1}$, function $v_{1}$ is symmetric about the $y$-axis and takes zero value at edge $y=1$, so its form is simplified:

$$
\begin{equation*}
v_{1}=\sum \sum W_{i j}^{1} P_{2 i}(x) \varphi_{j}^{0 f}(y) \tag{22}
\end{equation*}
$$

The displacement functions for plate 3 are built in a similar way:

$$
\begin{gather*}
w_{3}=\sum \bar{W}_{n}^{1} \psi_{2 n}(x) M_{1}^{\prime}(y)+\sum \sum W_{i j}^{3} \psi_{2 i}(x) \psi_{j}^{c s}(y)  \tag{23}\\
u_{3}=\sum \bar{U}_{n}^{1} P_{2 n+1}(x) N_{1}(y)+\sum \sum W_{i j}^{3} P_{2 i+1}(x) \varphi_{j}^{f 0}(y)  \tag{24}\\
v_{3}=\sum \sum W_{i j}^{1} P_{2 i}(x) \varphi_{j}^{0 f}(y) \tag{25}
\end{gather*}
$$

Here

$$
\begin{gathered}
M_{1}^{\prime}(y)=(1-x)\left(11-2 x-x^{2}\right) / 16 ; \varphi_{n}^{f 0}(y)=P_{n+1}(y)+P_{n}(y) ; \\
\psi_{n}^{c s}(y)=P_{n+4}(y)-\frac{2 n+7}{(n+2)^{2}}\left(P_{n+3}(y)-P_{n+1}(y)\right)-\frac{(2 n+5)\left(2(n+1)^{2}+6 n+13\right)}{(2 n+3)(n+2)^{2}} P_{n+2}(y)+\frac{(2 n+7)(n+3)^{2}}{(2 n+3)(n+2)^{2}} P_{n}(y)
\end{gathered}
$$

Due to the symmetry, the deflection of the second plate (Fig. 4,a) is equal to zero $w_{2}=0$.
Function $u_{2}$ from $H^{1}$ satisfies the essential boundary conditions only on edge $y=-1$

$$
\begin{equation*}
u_{2}(x, y)=\sum \bar{U}_{n}^{1} P_{2 n+1}(x) N_{1}(y)+\sum \sum U_{i j}^{2} P_{2 i+1}(x) \varphi_{j}(y) \tag{26}
\end{equation*}
$$

The displacement function $v_{2}$ is given by the classical p-FEM method. It should be searched for in the form (15), but with such a function definition it is impossible to satisfy the conjugation conditions on the edge $y=-1$. The value of the function at this edge according to Eq. (15) is $v_{2}(x,-1)=\sum_{n=0,1, \ldots,}^{N+1} \bar{V}_{n}^{2} \varphi_{2 n}(x)$, and the corresponding displacement of axis 1 (deflection of the first plate at $y=1$ and the third at $y=-1)$ is the $w_{1}(x, 1)=w_{3}(x,-1)=\sum_{n=0,1, \ldots}^{N} \bar{W}_{n}^{1} \psi_{2 n}(x)$, i.e. here it is not possible to perform conjugation by simply equating the coefficients, as it was for plates 1 and 3.

There are several ways out of this. You can still search for a solution in the form (15)

$$
\begin{equation*}
v_{2}(x, y)=\bar{v}_{3} N_{1}(x) N_{2}(y)+\bar{v}_{4} N_{2}(x) N_{2}(y)+\sum \sum F_{i j} \varphi_{2 i}(x) \varphi_{j}(y)+\sum\left[\bar{V}_{n}^{4} N_{1}(x)+\bar{V}_{n}^{3} N_{2}(x)\right] \varphi_{n}(y)+\sum\left[\bar{V}_{n}^{1} N_{1}(y)+\bar{V}_{n}^{2} N_{2}(y)\right] \varphi_{2 n}(x), \tag{27}
\end{equation*}
$$

and the coefficients $\bar{V}_{n}^{1}$ can be expressed in terms of $\bar{W}_{n}^{1}$

$$
\overline{\mathrm{V}}_{n}^{1}=\left\{\begin{array}{cc}
-\bar{W}_{n}^{1}(4 n+7) /(4 n+3) & 2 n \leq 1 \\
\bar{W}_{n-1}^{1}-\bar{W}_{n}^{1}(4 n+7) /(4 n+3) & 1<2 n \leq 2 N \\
\bar{W}_{n-1}^{1} & N<n \leq N+1
\end{array}\right.
$$

The second option is to represent function $v_{2}$ in the basis system (16)

$$
\begin{align*}
v_{2}(x, y)= & {\left[\bar{v}_{3} M_{1}(x)+\bar{v}_{4} M_{2}(x)+\bar{\theta}_{23} K_{1}(x)+\bar{\theta}_{24} K_{2}(x)\right] M_{2}(y)+\left[\bar{\theta}_{y 2} M_{1}(x)+\bar{\theta}_{y 1} M_{2}(x)\right] K_{1}(y)+\left[\bar{\theta}_{y 3} M_{1}(x)+\bar{\theta}_{y 4} M_{2}(x)\right] K_{2}(y)+} \\
& +\left[\bar{m}_{2} K_{1}(x)+\bar{m}_{1} K_{2}(x)\right] K_{1}(y)+\left[\bar{m}_{3} K_{1}(x)+\bar{m}_{4} K_{2}(x)\right] K_{2}(y)+\sum\left[\bar{W}_{n}^{1} M_{1}(y)+\bar{V}_{n}^{2} M_{2}(y)+\bar{\Theta}_{n}^{1} K_{1}(y)+\bar{\Theta}_{n}^{2} K_{2}(y)\right] \psi_{2 n}(x)+  \tag{28}\\
& +\sum\left[\overline{\bar{n}}_{n}^{4} M_{1}(x)+\bar{W}_{n}^{3} M_{2}(x)+\bar{\Theta}_{n}^{4} K_{1}(x)+\bar{\Theta}_{n}^{3} K_{2}(x)\right] \psi_{n}(y)+\sum \sum V_{i j}^{2} \psi_{2 i}(x) \psi_{j}(x),
\end{align*}
$$

where $\bar{v}_{3}, \bar{v}_{4}, \bar{\theta}_{z 3}, \bar{\theta}_{z 4}, \bar{\theta}_{y i}, \bar{m}_{i}$ are the values of the function and its derivatives $v_{, x}( \pm 1, \pm 1), v_{y y}( \pm 1, \pm 1), v_{x y}( \pm 1, \pm 1)$ at the corner points; $\bar{V}_{n}^{i}, \bar{\Theta}_{n}^{i}$ are the coefficients that determine the function $v(x, \pm 1), v( \pm 1, y)$ and its derivatives on the edges $v_{, x}( \pm 1, y)$, $v_{, y}(x, \pm 1) ; V_{i j}$ are the coefficients that determine the function in the domain; $\bar{W}_{n}^{1}$ are the conjugation coefficients. All other coefficients are considered free.

Thus, in both cases, the conjugation is performed by jointly using the coefficients $\bar{U}_{n}^{1}$ and $\bar{W}_{n}^{1}$ in functions (19), (21)-(26), and (27) or (28). The conditions for conjugation of the built functions

$$
u_{1}(x, 1)=u_{3}(x,-1)=u_{2}(x,-1), w_{1}(x, 1)=w_{3}(x,-1)=v_{2}(x,-1),
$$

while keeping the corresponding number of terms in the sums are satisfied exactly.
In the case of using Model 2 (Fig. 4,b) for plates 1 and 3, the displacement functions are taken in the form (19), (21)-(25). Beam displacements are approximated by functions

$$
\begin{equation*}
\tilde{w}_{1}(x)=w_{1}(x, 1)=w_{3}(x,-1)=\sum \bar{W}_{n}^{1} \psi_{2 n}(x) ; \quad \tilde{u}_{1}(x)=u_{1}(x, 1)=u_{3}(x,-1)=\sum \bar{U}_{n}^{1} P_{2 n+1}(x) . \tag{29a}
\end{equation*}
$$

For the last plate in Model 3 (Fig. 4,c), the approximation of the displacement functions has the form

$$
\begin{equation*}
w_{1}(x, y)=\sum \sum W_{i j}^{1} \psi_{2 n}(x) \eta_{2 n}(y) ; \quad u_{1}(x, y)=\sum \sum \bar{U}_{i j}^{1} P_{2 i+1}(x) P_{2 j}(y) ; \quad v_{1}(x, y)=\sum \sum \bar{V}_{n}^{1} P_{2 i}(x) P_{2 j+1}(y) . \tag{29b}
\end{equation*}
$$

Here, symmetry is considered, and the form of functions $\eta_{i}(y)$ is presented in (4).
The unknown coefficients that determine three problems solutions of structural deformation are found from a system of linear algebraic equations, which can be found from the condition for the minimum of the total potential energy:

- for Model 1:

$$
\begin{equation*}
\sum_{i=1,2,3}\left[\delta \Pi_{\varepsilon}^{b}\left(w_{i}\right)+\delta \Pi_{\varepsilon}^{p}\left(u_{i}, v_{i}\right)\right]=q a b \int_{-1}^{1} \int_{-1}^{1}\left[\delta w_{1}+\delta w_{3}\right] d x d y ; \tag{30}
\end{equation*}
$$

- for Model 2:

$$
\begin{equation*}
\sum_{i=1,3}\left[\delta \Pi_{\varepsilon}^{b}\left(w_{i}\right)+\delta \Pi_{\varepsilon}^{p}\left(u_{i}, v_{i}\right)\right]+\delta \bar{\Pi}_{\varepsilon}^{b}\left(\tilde{u}_{1}, \tilde{w}_{1}\right)=q a b \int_{-1}^{1} \int_{-1}^{1}\left[\delta w_{1}+\delta w_{3}\right] d x d y ; \tag{31}
\end{equation*}
$$

- for Model 3:

$$
\begin{equation*}
\delta \Pi_{\varepsilon}^{b}\left(w_{1}\right)+\delta \Pi_{\varepsilon}^{p}\left(u_{1}, v_{1}\right)+\delta \bar{\Pi}_{\varepsilon}^{b}\left(\tilde{u}_{1}, \tilde{w}_{1}\right)=2 q a b \int_{-1}^{1} \int_{-1}^{1} \delta w_{1} d x d y . \tag{32}
\end{equation*}
$$

The implementation of the calculation for Model 1, performed in the Maple system, is given in the Appendix.
It should be noted here that Model 1 and Models 2 and 3 describe slightly different problems. If in Model 1 inhomogeneous displacement of points $x= \pm 1$ and $y=-1$ of plate 2 is allowed, then in Models 2 and 3 these points can be displaced along the $x-$ axis without rotation.

Note also that the built approximations of the displacement functions (19), (21)-(25), (27) or (28) for the Model 1, (19), (21)-(25), (29) for the Model 2 , and (30) for the Model 3 exactly satisfy all the essential boundary and conjugation conditions. The definition of unknown coefficients included in these approximations depends on the type of the problem being solved, i.e. on the form of functionals (11)-(13) and right-hand sides in (30)-(32). Here (30)-(32) correspond to static analysis. There is nothing to prevent the use of these approximations (possibly abandoning symmetry) for other problems as well. For example, replacing the right-hand sides with inertial terms in (30)-(32), we come to a modal analysis. If placed the action of the initial state on the displacements of the perturbed in the right-hand sides, we come to a buckling analysis. The anisotropy of material properties will affect only the form of functionals (11)-(13). Replacing them with nonlinear analogs will allow solving physically and geometrically nonlinear problems, etc.

## 3. The Results of Calculations, Accuracy and Convergence

The following values were compared (Fig. 6): energy of deformation $\Pi_{\varepsilon}$, maximum deflection $w_{\max }$, displacement $u$ along the $x$-axis, extremum of the bending moment $M_{y}$, shear force $Q_{y}$, and stress $\sigma_{x}$.


Fig. 6. Places where the comparison values were calculated.

Table 4. Reference values for displacements, stresses and their equivalents.

| Value | Units | The spectral solution, this paper |  | FEM (ANSYS, Nastran) | The relative difference, \% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Model 1 | Model 2 | Model 1 | Model 2 | Model 1 | Model 2 |
| N | pcs. | 1065 | 748 | 2042601 | 721401 |  |  |
| $\Pi_{\varepsilon}$ | $\mathrm{N} \cdot \mathrm{mm}$ | 11856.58 | 8268.605 | 11862.60 | 8276.888 | 0.05 | 0.10 |
| $w_{\max }$ | mm | 2.181512 | 1.687926 | 2.182332 | 1.689024 | 0.04 | 0.07 |
| $u$ | mm | 0.04634379 | 0.021024375 | 0.0465343 | 0.0214378 | 0.41 | 1.97 |
| $\mathrm{M}_{y}$ | N | 326.4823 | 313.4164 | 326.5535 | 313.4537 | 0.02 | 0.01 |
| $\mathrm{Q}_{y}$ | $\mathrm{~N} / \mathrm{mm}$ | 5.926405 | 5.859336 | 5.817991 | 5.656907 | 1.86 | 3.45 |
| $\sigma_{x}$ | MPa | 80.70894 | 14.82106 | 80.74431 | 14.87589 | 0.044 | 0.37 |

The reference values are given in Table 4. It also indicates the number of unknowns (the order of the solution matrix) N, wherein the reference value is obtained, and the relative difference between the spectral solution and the FE-solution. It can be seen that the spectral solution and the FE-solution practically coincide. The largest difference is observed in the shear force (almost 2\% for Model 1 and more than $3 \%$ for Model 2) and displacement $u$ for Model 2 (almost $2 \%$ ). These differences are caused by poor convergence of cross force and displacement (Fig. 7, 8). The rest values do not differ by more than $0.5 \%$.

The relative errors in the determination of the noted quantities decrease with an increase in the number of terms in the sums (19), (21)-(25), (27)-(30). As a first approximation, sums with one term were taken. Then the number of terms in each sum increased by one. Thus, the total number of unknowns (matrix order) $N$ for Model 1 increased as $N=25+24 K+8 K^{2}(25,57, \ldots, 889$, 1065), for Model $2-N=8+14 K+6 K^{2}(8,28, \ldots, 620,748)$, for Model $3-N=3(K+1)^{2}(3,12, \ldots, 300,363)$. Here $K=0,1, \ldots, 10$ is the upper limit of summation. The results at $K=10$ are taken as reference ones (Table 4).

To assess the convergence of the FEM, the element size was decreased. The initial size of the rectangular element was taken equal to 80 mm (stringer height). Then the element size decreased (mm): 80, 65, 50, 40, 20, 10, 5, 2. To build the graphs (Fig. 7, 8), the number of nodal unknowns (the size of the stiffness matrix) $N$ was calculated. In the case of using elements of the first order, row $N$, corresponding to a number of element sizes, is as follows: $517,765,1209,1993,7341,29081,115761$, 721401 , and in the case of elements with intermediate nodes - N: 1417, 2059, 3469, 5533, 20661, 82121, 327441, 2042601. The results obtained on a mesh with an element size of 2 mm are taken as reference ones (Table 4).

In Fig. 7 shown the convergence of the noted values for Model 1. The results were obtained by SM and FEM using elements of the first and second orders. As it can be seen, the spectral solution has exponential convergence. With the same accuracy, the number of unknowns in the spectral solution is two orders of magnitude less than in the FEM. For all methods, convergence worsens with the increasing order of the derivative. The best convergence has the value $\Pi_{\varepsilon}$ of the energy, the slowest - the shear force $Q_{y}$ value (the third derivative of the deflection function). It should be noted that increasing the order of finite elements, in this case, does not lead to more accurate results.


Fig. 7. Convergence of deformation energy $\Pi_{\varepsilon}$, maximum deflection $w_{\max }$, displacement $u$, extremum of bending moment $M_{y}$, shear force $Q_{y}$, and stress $\sigma_{x}$, calculated by the SM (superscript "SM") and by FEM using elements of the first (superscript "FEM1") and second (superscript "FEM2") orders.


Fig. 8. Convergence of deformation energy $\Pi_{\varepsilon}$, maximum deflection $w_{\text {max }}$, displacement $u$, extremum of bending moment $M_{y}$, shear force $Q_{y}$, and stress $\sigma_{x}$, calculated by the SM for Model 2 (superscript "SM2"), for Model 3 (superscript "SM3"), and FEM using first-order elements.


Fig. 9. Gibbs phenomenon due to the approximation functions of the bending moment $M_{y}$ and shear force $Q_{y}$ on the section $x=0$ in the $M$ odel 3 .
Fig. 8 shows the convergence of the same values in the models of panels with a beam: Model 2 (Fig. $4, b$ ) is denoted by the superscript "SM2", and Model 3 (Fig. 4,c) by superscript "SM3". It can be seen that the convergence of the results for the "two plates and a beam" model (SM2) continues exponential, the model with one plate (SM3) does not have such convergence. This is because the second derivative of the function of deflection (bending moment $M_{y}$ ) and the third derivative (shear force $Q_{y}$ ) have discontinuities on the section where the beam is located. These discontinuities instigate the occurrence of the Gibbs phenomenon.

In Fig. 9 shown the graphs of the distribution of the shear force $Q_{y}$ and the bending moment $M_{y}$ along the section $x=0$ for the model with one plate (SM3). The subscripts indicate the upper limit of the summation in (30). The Gibbs phenomenon arises because the function $w_{1}(30)$ at $x=$ const and all of its derivatives have no discontinuities (belongs to $C^{\infty}$ ), and such a discontinuity should be present in the third derivatives (transverse forces). This phenomenon does not arise for the model with two plates (SM2) as well as for the first model with three plates (SM1), since the matching conditions for the plates imply smoothness along the boundary of only the function itself and its first derivative ( $\mathrm{C}^{1}$ - continuity condition between the elemental faces), the rest of the derivatives can have discontinuities, and if such a discontinuity occurs, then it will be approximated exactly. In Fig. 9 the bending moment $M_{y}$ and shear force $Q_{y}$ obtained in Model 2 are denoted by the subscript " $a$ ".

The Gibbs phenomenon significantly worsens the convergence of energy, displacements of the first (angles of rotation) and second derivatives (bending moments) and leads to its absence for the third derivatives (shear force). If compare the convergence of the model with two plates (SM2) and the FE solution (FEM) (Fig. 8), then, as in the previous example, SM2 retains exponential convergence and allows one to obtain the result with the same accuracy as the FEM, but with the 10-100 times less number of unknowns.

## 4. Conclusion

In this paper, a method for using SM for the analysis of branched thin-walled structures was proposed. The problem that arises when conjugating classic thin rectangular plates, which are in a plane stress state and bend, has been solved. The solution to the problem was presented in two ways: (i) by restructuring the "boundary" basis functions (27); (ii) a representation of a function from $H^{1}$ by a basis from $H^{2}$, but with free parameters in the "boundary" functions (28). In addition, a basis systems that satisfies not only the essential but also the natural boundary conditions were constructed. Their use made it possible to increase the convergence rate of approximate solutions. The proposed methods and basis systems were tested on a three-plate structure. Three models of this structure were built: Model 1 - three plates; Model 2 - two plates and a beam; Model 3 - one plate and beam. The reliability of the results was confirmed by comparing them with the FEM solution. The discrepancy does not exceed $3 \%$ in terms of stresses and $0.5 \%$ in displacements. Numerical calculations have shown that, for Models 1 and 2, the exponential convergence characteristic of SM is retained, but for Model 3 it is not. It is shown that the reason for the deterioration in convergence is the appearance of the Gibbs phenomenon. For Models 1 and 2, engineering accuracy is achieved with the addition of about 100 degrees of freedom, which is orders of magnitude less than in FEM.

It was noted that the bending moment (Fig. 7), shear force (Fig. 7, 8), with an increase in the number of unknowns, cease to be refined, which is associated with an increase in the condition number of the stiffness matrix and the accumulation of round-off errors. This is a known problem for SM and has not been defined in this paper. The situation can be significantly improved if the normalized basis functions are used in the expansions of the displacement functions (here the normalization of the functions was not carried out). Other ways of solving this problem may be a topic for future research.
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## Appendix

restart; with(LinearAlgebra): with(orthopoly): unprotect(D): unprotect(order):
\# MPa, mm
nu:=3/10; E:=72000; G:=E/(2*(1+nu));
\# dimensions
$\mathrm{a}:=800 / 2 ; \mathrm{b}:=[300 / 2,80 / 2,300 / 2] ; \mathrm{h}:=[6,8,6] ;$ presure:=5/100;
$\mathrm{D}:=\left[\operatorname{seq}\left(\mathrm{E}^{*} \mathrm{~h}[\mathrm{i}] \wedge 3 /\left(12^{*}\left(1-n u^{\wedge} 2\right)\right), \mathrm{i}=1 . . \operatorname{nops}(\mathrm{h})\right)\right] ; \mathrm{A}:=\left[\operatorname{seq}\left(\mathrm{E}^{*} \mathrm{~h}[\mathrm{i}] /\left(1-n u^{\wedge} 2\right), \mathrm{i}=1 . . n o p s(\mathrm{~h})\right)\right] ;$
$\mathrm{M}:=2 ; \mathrm{N}:=\mathrm{M} ; \mathrm{N} 1:=(\mathrm{x})->(\mathrm{P}(0, \mathrm{x})-\mathrm{P}(1, \mathrm{x})) / 2 ; \mathrm{N} 2:=(\mathrm{x})->(\mathrm{P}(0, \mathrm{x})+\mathrm{P}(1, \mathrm{x})) / 2$;
M1: $=(\mathrm{x})->1 / 2^{*} \mathrm{P}(0, \mathrm{x})-3 / 5^{*} \mathrm{P}(1, \mathrm{x})+1 / 10^{*} \mathrm{P}(3, \mathrm{x}) ; \mathrm{M} 2:=(\mathrm{x})->1 / 2^{*} \mathrm{P}(0, \mathrm{x})+3 / 5^{*} \mathrm{P}(1, \mathrm{x})-1 / 10^{*} \mathrm{P}(3, \mathrm{x})$;
$\mathrm{K} 1:=(\mathrm{x})->\left(1 / 6^{*} \mathrm{P}(0, \mathrm{x})-1 / 10^{*} \mathrm{P}(1, \mathrm{x})-1 / 6^{*} \mathrm{P}(2, \mathrm{x})+1 / 10^{*} \mathrm{P}(3, \mathrm{x})\right) ; \#^{*} \mathrm{a} / 2$;
K2: $=(\mathrm{x})->\left(-1 / 6^{*} \mathrm{P}(0, \mathrm{x})-1 / 10^{*} \mathrm{P}(1, \mathrm{x})+1 / 6^{*} \mathrm{P}(2, \mathrm{x})+1 / 10^{*} \mathrm{P}(3, \mathrm{x})\right) ; \#^{*} \mathrm{a} / 2$;
M1_: $=(\mathrm{x})->\left((\mathrm{x}-1)^{*}\left(\mathrm{x}^{\wedge} 2-2^{*} \mathrm{x}-11\right)\right) / 16 ; \mathrm{M} 2 \_:=(\mathrm{x})->-\left((\mathrm{x}+1)^{*}\left(\mathrm{x}^{\wedge} 2+2^{*} \mathrm{x}-11\right)\right) / 16$;
phi: $=(\mathrm{i}, \mathrm{x})->\mathrm{P}(\mathrm{i}+2, \mathrm{x})-\mathrm{P}(\mathrm{i}, \mathrm{x}) ;$ phi_Of: $=(\mathrm{i}, \mathrm{x})->\mathrm{P}(\mathrm{i}+1, \mathrm{x})+\mathrm{P}(\mathrm{i}, \mathrm{x}) ;$ phi_f0:=(i,x)->P(i+1,x)-P(i,x);
psi: $=(\mathrm{n}, \mathrm{x})->\left(\mathrm{P}(\mathrm{n}+4, \mathrm{x})-2^{*}\left(2^{*} \mathrm{n}+5\right) /\left(2^{*} \mathrm{n}+3\right)^{*} \mathrm{P}(\mathrm{n}+2, \mathrm{x})+\left(2^{*} \mathrm{n}+7\right) /\left(2^{*} \mathrm{n}+3\right)^{*} \mathrm{P}(\mathrm{n}, \mathrm{x})\right)$;
psi_sc: $=(\mathrm{n}, \mathrm{x})->\mathrm{P}(\mathrm{n}+4, \mathrm{x})+\left(2^{*} \mathrm{n}+7\right)^{*} \mathrm{P}(\mathrm{n}+3, \mathrm{x}) /(\mathrm{n}+2)^{\wedge} 2-\left(2^{*} \mathrm{n}+5\right)^{*}\left(2^{*}(\mathrm{n}+1)^{\wedge} 2+6^{*} \mathrm{n}+13\right)^{*} \mathrm{P}(\mathrm{n}+2, \mathrm{x}) /\left(\left(2^{*} \mathrm{n}+3\right)^{*}(\mathrm{n}+2)^{\wedge} 2\right)-$
$\left(2^{*} \mathrm{n}+7\right)^{*} \mathrm{P}(\mathrm{n}+1, \mathrm{x}) /(\mathrm{n}+2)^{\wedge} 2+(\mathrm{n}+3)^{\wedge} 2^{*}\left(2^{*} \mathrm{n}+7\right)^{*} \mathrm{P}(\mathrm{n}, \mathrm{x}) /\left(\left(2^{*} \mathrm{n}+3\right)^{*}(\mathrm{n}+2)^{\wedge} 2\right)$;
psi_cs: $=(\mathrm{n}, \mathrm{x})->\mathrm{P}(\mathrm{n}+4, \mathrm{x})-\left(2^{*} \mathrm{n}+7\right)^{*} \mathrm{P}(\mathrm{n}+3, \mathrm{x}) /(\mathrm{n}+2)^{\wedge} 2-\left(2^{*} \mathrm{n}+5\right)^{*}\left(2^{*}(\mathrm{n}+1)^{\wedge} 2+6^{*} \mathrm{n}+13\right)^{*} \mathrm{P}(\mathrm{n}+2, \mathrm{x}) /\left(\left(2^{*} \mathrm{n}+3\right)^{*}(\mathrm{n}+2)^{\wedge} 2\right)$
$+\left(2^{*} \mathrm{n}+7\right)^{*} \mathrm{P}(\mathrm{n}+1, \mathrm{x}) /(\mathrm{n}+2)^{\wedge} 2+\left(2^{*} \mathrm{n}+7\right)^{*}(\mathrm{n}+3)^{\wedge} 2^{*} \mathrm{P}(\mathrm{n}, \mathrm{x}) /\left(\left(2^{*} \mathrm{n}+3\right)^{*}(\mathrm{n}+2)^{\wedge} 2\right)$;
w1: $=\operatorname{sum}\left(p s i\left(2^{*} n, x\right)^{*} W_{-} 1[n]^{*} M 2 \_(y), n=0 . . M\right)+\operatorname{sum}\left(\operatorname{sum}\left(W 1[i, j]^{*} p s i\left(2^{*} i, x\right)^{*} p \operatorname{cin}_{-} \operatorname{sc}(j, y), i=0 . . M\right), j=0 . . N\right)$ :
u1: $=\operatorname{sum}\left(P\left(2^{*} n+1, x\right)^{*} U \_1[n]^{*} N 2(y), n=0 . . M\right)+\operatorname{sum}\left(\operatorname{sum}\left(U 1[i, j]^{*} P\left(2^{*} i+1, x\right)^{*} p h i \_f 0(j, y), i=0 . . M\right), j=0 . . N\right)$ :
v1:=sum(sum(V1[i,j]*P(2*i,x)*phi_f0(j,y),i=0..M), j=0..N):
V1_:=(i)->piecewise(i<1,-(2*i+7)/(2*i+3)*W_1[i/2],i<=2*M,W_1[(i-2)/2]-(2*i+7)/(2*i+3)*W_1[i/2],W_1[(i-2)/2]);
w2:=0:
u2:=sum $\left(P\left(2^{*} n+1, x\right)^{*} U \_1[n]^{*} N 1(y), n=0 . . M\right)+\operatorname{sum}\left(\operatorname{sum}\left(U 2[i, j]^{*} P\left(2^{*} i+1, x\right)^{*}\right.\right.$ phi_Of(j,y),i=0..M),j=0..N):
$\mathrm{v} 2:=0^{*} \mathrm{~N} 1(\mathrm{x})^{*} \mathrm{~N} 1(\mathrm{y})+\mathrm{O}^{*} \mathrm{~N} 2(\mathrm{x})^{*} \mathrm{~N} 1(\mathrm{y})+\mathrm{v}_{-} 3^{*} \mathrm{~N} 1(\mathrm{x})^{*} \mathrm{~N} 2(\mathrm{y})+\mathrm{v}_{-} 4^{*} \mathrm{~N} 2(\mathrm{x})^{*} \mathrm{~N} 2(\mathrm{y})+\mathrm{N} 1(\mathrm{y})^{*} \operatorname{sum}\left(\mathrm{~V} 1 \_\left(2^{*} \mathrm{n}\right)^{*} \mathrm{phi}\left(2^{*} \mathrm{n}, \mathrm{x}\right), \mathrm{n}=0 . . \mathrm{M}+1\right)+\mathrm{N} 2(\mathrm{y})^{*} \operatorname{sum}\left(\mathrm{~V} 2[\mathrm{n}]^{*} \mathrm{p}\right.$
$\left.\operatorname{hi}\left(2^{*} n, x\right), n=0 . . M+1\right)+N 1(x)^{*} \operatorname{sum}\left(V \_4[n]^{*} \operatorname{phi}(n, y), n=0 . . N+2\right)+N 2(x)^{*} \operatorname{sum}\left(V \_3[n]^{*} p h i(n, y), n=0 . . N+2\right)+\operatorname{sum}\left(\operatorname{sum}\left(V 2[i, j]^{*} p h i(2 * i, x)^{*} p h i(j, y), i=\right.\right.$
$0 . . \mathrm{M}+1$ ), $\mathrm{j}=0 . . \mathrm{N}+2$ ):
w3:=sum(psi(2*n,x)*W_1[n] $\left.{ }^{*} M 1 \_(y), n=0 . . M\right)+\operatorname{sum}\left(\operatorname{sum}\left(W 3[i, j]^{*} p s i\left(2^{*} i, x\right)^{*} p s i \_c s(j, y), i=0 . . M\right), j=0 . . N\right)$ :
u3: $=\operatorname{sum}\left(P\left(2^{*} n+1, x\right)^{*} U_{-} 1[n]^{*} N 1(y), n=0 . . M\right)+\operatorname{sum}\left(\operatorname{sum}\left(U 3[i, j]^{*} P\left(2^{*} i+1, x\right)^{*}\right.\right.$ phi_Of(j,y),i=0..M),j=0..N):
v3:=sum(sum(V3[i,j] ${ }^{*} P\left(2^{*} i, x\right)^{*}$ phi_Of( $\left.\left.(\mathrm{j}, \mathrm{y}), \mathrm{i}=0 . . \mathrm{M}\right), \mathrm{j}=0 . . \mathrm{N}\right)$ :
Unk:=[
\#Node
v_3,v_4,
\#beam
seq(W_1[n],n=0..M), seq(U_1[n],n=0..M), seq(V_2[n],n=0..M+1),seq(V_3[n],n=0..N+2),seq(V_4[n],n=0..N+2),
\#plate
seq(seq(W1[i,j],i=0..M), $j=0 . . N)$,seq(seq(U1[i,j],i=0..M), $j=0 . . N)$,seq(seq(V1[i,j],i=0..M), $j=0 . . N)$,
seq(seq(U2[i,j],i=0..M), $j=0 . . N$ ), seq(seq(V2[i,j],i=0..M+1), $j=0 . . N+2$ ),
seq(seq(W3[i,j],i=0..M), $j=0 . . N)$, seq $(\operatorname{seq}(U 3[i, j], i=0 . . M), j=0 . . N)$, seq(seq(V3[i,j],i=0..M), $j=0 . . N)$
]:
order:=nops(Unk);
Energ:=expand
$\left(\mathrm{D}[1] / 2^{*} a^{*} \mathrm{~b}[1]^{*} \operatorname{int}\left(\operatorname{int}\left(1 / \mathrm{a}^{\wedge} 4^{*} \operatorname{diff}(\mathrm{w} 1, \mathrm{x}, \mathrm{x})^{\wedge} 2+1 / \mathrm{b}[1]^{\wedge} 4^{*} \operatorname{diff}(\mathrm{w} 1, \mathrm{y}, \mathrm{y})^{\wedge} 2+1 /\left(\mathrm{a}^{\wedge} 2^{*} \mathrm{~b}[1]^{\wedge} 2\right)^{*}\left(2^{*} \mathrm{nu} \mathrm{u}^{*} \operatorname{diff}(\mathrm{w} 1, \mathrm{x}, \mathrm{x})^{*} \operatorname{diff}(\mathrm{w} 1, \mathrm{y}, \mathrm{y})+2^{*}(1-\right.\right.\right.\right.$
$\left.\left.\left.n u)^{*} \operatorname{diff}(w 1, x, y)^{\wedge} 2\right), x=-1 . .1\right), y=-1 . .1\right)+D[2] / 2^{*} a^{*} b[2]^{*} \operatorname{int}\left(\operatorname{int}\left(1 / \mathrm{a}^{\wedge} 4^{*} \operatorname{diff}(w 2, \mathrm{x}, \mathrm{x})^{\wedge} 2+\right.\right.$
$\left.1 / \mathrm{b}[2]^{\wedge} 4^{*} \operatorname{diff}(\mathrm{w} 2, \mathrm{y}, \mathrm{y})^{\wedge} 2+1 /\left(\mathrm{a}^{\wedge} 2^{*} \mathrm{~b}[2]^{\wedge} 2\right)^{*}\left(2^{*} n u^{*} \operatorname{diff}(\mathrm{w} 2, \mathrm{x}, \mathrm{x})^{*} \operatorname{diff}(\mathrm{w} 2, \mathrm{y}, \mathrm{y})+2^{*}(1-\mathrm{nu})^{*} \operatorname{diff}(\mathrm{w} 2, \mathrm{x}, \mathrm{y})^{\wedge} 2\right), \mathrm{x}=-1 . .1\right), \mathrm{y}=-$
1..1) $+\mathrm{D}[3] / 2^{*} \mathrm{a}^{*} \mathrm{~b}[3]^{*} \operatorname{int}\left(\operatorname{int}\left(1 / \mathrm{a}^{\wedge} 4^{*} \operatorname{diff}(\mathrm{w} 3, \mathrm{x}, \mathrm{x})^{\wedge} 2+1 / \mathrm{b}[3]^{\wedge} 4^{*} \operatorname{diff}(\mathrm{w} 3, \mathrm{y}, \mathrm{y})^{\wedge} 2+1 /\left(\mathrm{a}^{\wedge} 2^{*} \mathrm{~b}[3]^{\wedge} 2\right)^{*}\right.\right.$
(2*nu*diff(w3,x,x)*diff(w3,y,y)+2*(1$\left.\left.\left.n u)^{*} \operatorname{diff}(w 3, x, y)^{\wedge} 2\right), x=-1 . .1\right), y=-1 . .1\right)+1 / 2^{*} \mathrm{~A}[1]^{*} a^{*} \mathrm{~b}[1]^{*}$ $\operatorname{int}\left(\operatorname{int}\left(\left(1 / a^{*} \operatorname{diff}(u 1, x)+1 / b[1]^{*} \operatorname{diff}(v 1, y)\right)^{\wedge} 2+(1-\right.\right.$ $\left.\left.n u) / 2^{*}\left(\left(1 / b[1]^{*} \operatorname{diff}(u 1, y)+1 / a^{*} \operatorname{diff}(v 1, x)\right)^{\wedge} 2-4^{*} 1 /\left(a^{*} b[1]\right)^{*} \operatorname{diff}(v 1, y)^{*} \operatorname{diff}(u 1, x)\right), x=-1 . .1\right), y=-1 . .1\right)+1 / 2^{*} \mathrm{~A}[2]^{*} a^{*} b[2]^{*} \operatorname{int}\left(\operatorname{int}\left(\left(1 / a^{*} \operatorname{diff}(u 2, x)+\right.\right.\right.$ $\left.1 / \mathrm{b}[2]^{*} \operatorname{diff}(\mathrm{v} 2, \mathrm{y})\right)^{\wedge} 2+(1-\mathrm{nu}) / 2^{*}\left(\left(1 / \mathrm{b}[2]^{*} \operatorname{diff}(\mathrm{u} 2, \mathrm{y})+1 / \mathrm{a}^{*} \operatorname{diff}(\mathrm{v} 2, \mathrm{x})\right)^{\wedge} 2-4^{*} 1 /\left(\mathrm{a}^{*} \mathrm{~b}[2]\right)^{*} \operatorname{diff}(\mathrm{v} 2, \mathrm{y})^{*} \operatorname{diff}(\mathrm{u} 2, \mathrm{x})\right)$, $x=-1 . .1$ ), $y=-$
1..1) $+1 / 2^{*} \mathrm{~A}[3]^{*} \mathrm{a}^{*} \mathrm{~b}[3]^{*} \operatorname{int}\left(\operatorname{int}\left(\left(1 / \mathrm{a}^{*} \operatorname{diff}(\mathrm{u} 3, \mathrm{x})+1 / \mathrm{b}[3]^{*} \operatorname{diff}(\mathrm{v} 3, \mathrm{y})\right)^{\wedge} 2+(1-n u) / 2^{*}\left(\left(1 / \mathrm{b}[3]^{*}\right.\right.\right.\right.$
$\left.\operatorname{diff}(\mathrm{u} 3, \mathrm{y})+1 / \mathrm{a}^{*} \operatorname{diff}(\mathrm{v} 3, \mathrm{x})\right)^{\wedge} 2-$
$\left.\left.\left.4^{*} 1 /\left(a^{*} b[3]\right)^{*} \operatorname{diff}(\mathrm{v} 3, y)^{*} \operatorname{diff}(\mathrm{u} 3, \mathrm{x})\right), \mathrm{x}=-1 . .1\right), \mathrm{y}=-1 . .1\right)$-presure* $\mathrm{a}^{*} \mathrm{~b}[1]^{*} \operatorname{int}(\operatorname{int}(\mathrm{w} 1, \mathrm{x}=-1 . .1), \mathrm{y}=-1 . .1)$-presure*a*b[3]*int(int(w3,x=-1.1),y=-1.1) ):
Eq:=[seq(diff(Energ,Unk[i]),i=1..order)]:
(R,r):=GenerateMatrix(Eq,Unk,shape=symmetric,attributes=[positive_definite]);
Res:=LinearSolve(R,r):
assign(seq(Unk[i]=Res[i],i=1..order)):
y_max:=fsolve(diff(eval(w1,x=0),y),y=-1*0.9..1*0.9);
w_max:=evalf(eval(w1,[x=0,y=y_max])); u_max:=evalf(eval(u1,[x=-1,y=1]));
M1x:=-D[1]*(diff(w1,x,x)/a^2+nu*diff(w1,y,y)/b[1]^2):
M1y:=-D[1]*(diff(w1,y,y)/b[1]^2+nu* $\left.\operatorname{diff}(w 1, x, x) / a^{\wedge} 2\right):$
M1xy:=D[1]/(1-nu) ${ }^{\text {diff }}(\mathrm{w} 1, \mathrm{x}, \mathrm{y}) / \mathrm{b}[1] / \mathrm{a}$ :
Q1x:=diff(M1x,x)/a-diff(M1xy,y)/b[1]:
Q1y:=diff(M1y,y)/b[1]-diff(M1xy,x)/a:
yM_max:=fsolve(diff(eval(M1y,x=0),y),y=-0.9..0.9);
M_max:=eval(M1y,[x=0,y=yM_max]); Q fix:=evalf(eval(Q1y,[x=0,y=-1]));
$\mathrm{N} 2 \mathrm{x}:=\mathrm{A}[2]^{*}\left(\operatorname{diff}(\mathrm{u} 2, \mathrm{x}) / \mathrm{a}+\mathrm{nu}^{*} \operatorname{diff}(\mathrm{v} 2, \mathrm{y}) / \mathrm{b}[2]\right):$

N2_max:=evalf(eval(N2x,[x=0,y=1]));
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